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Knowledge Discovery & Data Mining
– Classification: Bayesian Classification –

Instructor: Yong Zhuang
yong.zhuang@gvsu.edu

mailto:yong.zhuang@gvsu.edu
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● Bayesian Classification

○ Bayes’ Theorem, posterior, likelihood, prior, and marginal probability

○ Prediction Based on Bayes’ Theorem

○ Naïve Bayes Classifier

Outline
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Bayesian Classification: Why?

A statistical classifier performs probabilistic predictions, 

i.e., predicts class membership probabilities based on observed data.

Why Bayesian Classification?

● Based on Bayes’ Theorem. Useful in contexts with known prior probabilities and 
updating beliefs with new data.

● Performance: 
○ Naïve Bayes (simplified Bayesian classifier) often rivals complex models (like 

decision trees and neural networks) despite its assumptions.
○ Fast, interpretable, and effective on a wide range of tasks.

● Incremental: 
○ Efficiently updates with each new instance; allows for continuous learning without 

retraining.
○ Integrates prior knowledge, improving predictions with added samples.
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Bayes’ Theorem: Basics

Named after: Thomas Bayes, an 18th-century English clergyman, who did early work in 

probability and decision theory.
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Bayes’ Theorem: Basics
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Prediction Based on Bayes’ Theorem
● Objective: Use Bayes' theorem to classify a data point by determining the most probable class.
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Challenge: Estimating P(X|Ci) is 
challenging due to the exponential 
attribute value space.
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The Naïve Bayesian classifier, or simple Bayesian classifier, a probabilistic classifier based on Bayes’ 

theorem with a strong independence assumption between features.

Applications: Widely used in spam detection, document classification, and medical diagnosis.

Advantages

● Assumes features contribute independently to the classification, which simplifies calculations.

● Fast and efficient on large datasets.

● Handles both categorical and continuous data well with different approaches.

Naïve Bayes Classifier
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Naïve Bayes Classifier

The Naïve Assumption
Challenging !
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Naïve Bayes Classifier

The Naïve Assumption
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Naïve Bayes Classifier
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Prediction with Naïve Bayes
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Naïve Bayes Classifier
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Naïve Bayes Classifier
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Naïve Bayes Classifier
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Naïve Bayes Classifier
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● Naïve Bayesian prediction requires each conditional prob. be non-zero.  Otherwise, the predicted 
prob. will be zero

● Ex. Suppose a dataset with 1000 tuples, income=low (0), income= medium (990), and income = 
high (10)

● Use Laplacian correction (or Laplacian estimator)

Avoiding the Zero-Probability Problem

● Adding 1 to each case
○ Prob(income = low) = 1/1003
○ Prob(income = medium) = 991/1003
○ Prob(income = high) = 11/1003

● The “corrected” prob. estimates are close to their “uncorrected” counterparts
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● Advantages 

○ Simple and easy to implement.

○ Provides good results in many scenarios, especially with large datasets.

● Disadvantages

○ Naïve Bayes assumes that features are conditionally independent given the class label, which 

can lead to a loss in accuracy when dependencies exist.

○ In practical applications, dependencies often exist between features that Naïve Bayes cannot 

capture. For instance, In a healthcare setting, features might include: 

■ Patient Profile: age, family history, etc.   Symptoms: fever, cough, etc.  Disease: lung 

cancer, diabetes, etc.

■ Dependencies among these cannot be modeled by Naïve Bayes Classifier

● How to deal with these dependencies? Bayesian Belief Networks

Naïve Bayes Classifier: Advantages vs. Disadvantages
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Summary

● Bayesian Classification

○ Bayes’ Theorem, posterior, likelihood, prior, and marginal probability

○ Prediction Based on Bayes’ Theorem

○ Naïve Bayes Classifier


